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• Welcome, introductions
• Review purpose of group and member roles.
• Share an example of an enrollment yield prediction model.

– Provide a conceptual understanding of how a predictive model for enrollment works
– Look at a successful case study (UT Austin) and relevant research (Goenner & Pauls, 2006)
– Present findings from a UH prediction analysis.
– Discuss possible uses of prediction data.

• Next Steps
• Wrap up

Today’s agenda
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Enrollment trends
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April 28, 2017

OPEN ENROLLMENT
115 days before the first day of instruction.

 Fall 2017 %C Fall 2016 %C Fall 2015 %C Fall 2014 %C Fall 2013

UH 20,761 -8.9 22,797 -5.8 24,192 -2.7 24,860 -17.2 30,021

Manoa 7,680 -4.5 8,041  8,623  9,101 -14.6 10,656

Hilo 1,822 -13.5 2,107 -10.4 2,352 28.3 1,833 -25.7 2,467

West O'ahu 1,433 -11.2 1,614 7.7 1,498 9.8 1,364 14.8 1,188

UHCC 9,826 -11.0 11,035 -5.8 11,719 -6.7 12,562 -20.0 15,710

Hawai'i Community College 870 -11.4  0.0  -17.9 1,196 -23.5 1,564
Honolulu Community College 1,194 -15.4 1,411 -5.9 1,499 -14.6 1,755 -19.5 2,181

Kapi'olani  Community College 2,963 -11.6 3,353 -6.2 3,573  3,681 -18.7 4,530

Kaua'i Community College 361 -10.4 403 -3.1 416 -15.1 490 -14.6 574

Leeward Community College 2,637 -7.5 2,851 -5.9 3,031 -0.6 3,049 -18.1 3,725

Maui Colleg 1,070 -11.1 1,204 -14.9 1,414 -13.1 1,627 -21.5 2,072

Windward Community College 731 -12.0 831 3.4 804 5.2 764 -28.2 1,064



• Explore/test emerging ideas around predictive modeling and data 
visualization in areas of enrollment management and student success.

• Strategies may eventually be used by the System Office and the campuses.

• Your role:
– Attend a few meetings over the summer
– Provide input
– Contribute in development

Purpose
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• Uses historical data to predict or forecast future 
behaviors, trends, or outcomes. 

(i.e. enrollment likelihood, retention, course success, 
degree completion/time-to-degree, etc.)
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Predictive analytics
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• Admissions recruitment
– Predict which students are likely to enroll at your institution 

(Goenner & Pauls, 2006)

• Identifying at-risk students
– Predict which students are likely to drop out or fall behind academically.

(Herzog, 2006 ; Sujitparapitaya, 2006)

• Students’ price responsiveness to tuition increases or 
financial aid incentives (Des Jardins, 2001; Herzog & Stanley, 2017)

Possible uses
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Interest in 
UHWO

Apply to 
UHWO

Enroll in 
Course

Complete 
Course Re-enroll Graduate

Prospect Scoring
Outcome: Likelihood of accepting 
admissions offer

Predictive analytics for the enrollment funnel

Retention Scoring
Outcome: Likelihood of fall-to-spring 
retention, fall-to-fall retention

Graduation Scoring
Outcome: Likelihood of graduation, 
estimated time-to-degree

Persistence Scoring
Outcome: Re-enrollment
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Many colleges using predictive analytics
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UT Austin case study

David Laude, “Graduation Czar”For the Class of 2017: 

• 94.6 percent 
retention, up from 
93.6 percent prior 
year, resulting in the 
highest rate in the 
university’s history.

• Average GPA of 3.28, 
up from 3.22 for 
previous cohort.

• Students enrolled in 
and passed more 
SSH (average 13.32 
hours passed) than 
any entering class in 
the past five years. 
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SIS data avail. for enrollment prediction
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Gender
Age
Ethnicity

H.S. attended
H.S. GPA & Rank
SAT
AP CLEP
Early College
Transfer GPA
# Transfer Credits

Program of Study
Expression of academic interest
Multiple applications

Distance
Aviation
Geographic Region
Residency
HY High School

FAFSA submitted
FAFSA date
EFC
Parent gross income

Ethnicity by Geographic Origin 
(geodemographic)
H.S. preparation Index
Aviation by Distance
# of Inquiries by Distance

Enrollment 
Choice

Demographic
IRO ADMISSIONS
MST PERSON

Pre-College
IRO ADMISSONS
MST PREVIOUS 
EDUCATION

Academic
IRO ADMISSIONS
MST RECRUITMENT

Geographic
IRO 
ADMISSIONS

Financial
MRT AWARD BY 
PERSON

Interaction

Expressed interest
Days since inquiry
Visit
Referral
www
Phone

Contact
MST RECRUITMENT

Application Date
Auto admit

Application
MST ADMISSIONS 
APPLICATION
MST ADMISSIONS 
SOURCE



• Identify ‘fence sitter’ freshmen accepts at peak recruitment season (~March 15)
• Develop regression model to predict enrollment likelihood of future cohort

– Determine baseline enrollment yield to maximize correct classification
– Identify statistical outliers to get trimmed dataset
– Choose parsimonious model with optimal balance in correct classification

• Dropout risk scoring for new freshmen
– Transformation of the logit(p) into probability scores
– Automated classification and probability score with SPSS
– Decile grouping of scored students

• Reporting of enrollment likelihood via secure online access

Enrollment yield prediction model
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• Data sources
– Matriculation system (Banner ODS)

• Student cohorts
– New first-time freshmen accepts (UHM)
– Fall entry 12’, 13’, 14’, 15’ for model dev. (training set, N=23,532)
– Fall entry 2016 for model validation (holdout set, N=6,252)

• Data elements at March 15
– Contact: expressed interest, number of applications
– Geographic: distance, residency, high yield geog region, high yield high school
– Geodemographic: geog. region by ethnicity, gender, SES
– Academic: program of study
– Timing: date of application days/weeks until semester start
– Financial: FAFSA submitted

Data description
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• Exploratory data analysis
– Variable selection (bivariate correlation on outcome variable)
– Variable coding (continuous vs. dummy/binary)
– Missing data imputation
– Derived variable(s)

• HSPrep = (HSGPA*12.5)+(ACTM*.69)+(ACTE*.69) (not used today)

• Logistic regression model
– Preliminary model fit (-2LL test/score, pseudo R2, HL sig.)
– Check for outliers with diagnostic tools (Std residuals, Cook’s)
– Check for collinearity (VIF)
– Check correct classification rate (CCR) for enrollees vs. non-

enrollees(i.e. model sensitivity vs. specificity) using baseline 
probability and Receiver Operating Characteristics (ROC) curve

Data management tasks
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Predictive model derived from ODS data
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B S.E. Wald Sig. Exp(B)
Constant -3.782 0.124 923.359 0.000 0.023

Resident 2.734 0.108 637.039 0.000 15.394

Historically high yield Hawaii HS 0.822 0.042 392.014 0.000 2.275

Expressed interest 0.570 0.033 307.384 0.000 1.768

Parent gross income less than 85k 0.477 0.033 210.283 0.000 1.611

Female -0.286 0.032 77.451 0.000 0.751

Low yield US region 0.957 0.118 66.176 0.000 2.604

CTAHR SOEST applicant -0.655 0.082 63.061 0.000 0.520

Nor Cal -0.278 0.045 37.718 0.000 0.757

High yield Isle region 0.299 0.054 31.075 0.000 1.348

Application date 270 days or older -0.189 0.038 25.005 0.000 0.828

Number of applications 0.150 0.040 13.980 0.000 1.161

Miles from campus over 20 -0.137 0.042 10.438 0.001 0.872

Variables in the Equation

Step 1a

Pseudo Rsquare = .263

Step 1a

Constant



Classification accuracy
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No Yes No Yes
No 13238 2567 83.8 3517 784 81.8

Yes 3816 3304 46.4 908 921 50.4

72. 72.4

Step 1
ENROLLED

Overall Percentage

a. The cut value is .432

Classification Tablea

Observed

Predicted

Training Dataset Holdout Dataset

ENROLLED Percentage 
Correct

ENROLLED Percentage 
Correct

Classification Table - a



• Scoring of relative dropout/retention risk
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Where: p = probability of enrollment/non-enrollment
exp = base of natural logarithms (~ 2.72)
a = constant/intercept of the equation
b = coefficient of predictors (parameter estimates)

Scoring students
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P=exp(a+b1x1+b2x2+b3x3+b4x4 ….) 
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Sample data for admissions/recruitment
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Tile reports for enrollment mgt. support

Dashboard tiles 
organized to 
ascend reports 
from descriptive 
to predictive 
modes.
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Descriptive analysis by prediction deciles
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Deciles
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• John Stanley (Co-Chair, UH West Oahu)
• Pearl Iboshi (Co-Chair, UH System)
• David Mongold (UH System)
• Eric Wen (UH West Oahu)
• Jared Takazawa (UH System)
• Jim Cromwell (UH West Oahu)
• Karen Lee (UH CC System)

Questions?

Predictive Analytics Work Group

• Kelli Okumura (UH Hilo)
• Nicholas Todd (UH System)
• Roy Suda (UH Manoa)
• Ryan Yamaguchi (UH Manoa)
• Sheryle Proper (UH System)
• Wilson Lau (UH CC System)
• Zach Street (UH Hilo)
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